Using Elastic Stack to monitor your File Director cluster performance

Introduction

File Director already provides a syslog stream which can be configured to point to third party applications such as Splunk or Graylog which can then be
indexed and reported upon in order to monitor the health of the File Director cluster. However, for customers who do not have expertise with these
products or have licenses for them, we have produced an example set of dashboards along with the appropriate configurations for the Elastic Stack
which can be provided as-is as a starting basis using open source tools.

Note: These instructions have been tested against Server 2016 and with a File Director 2020.1 cluster and are provided as-is. The scripts require
PowerShell 5.0 or later. The version 5.1 of PowerShell can be obtained here https://docs.microsoft.com/en-us/powershell/wmf/5.1/install-configure.

Setup Elastic Stack Instructions

. Download and unzip the attached file that contains scripts and configurations

2. Open a PowerShell Window

. Run the download.ps1 PowerShell script which will download the Elastic Stack to c:\fd-analysis

- =} * |

. Open a new Powershell window as Admin, and then run the elk setup.ps1 PowerShell script will setup the Elastic Stack to run as a service and
configure Logstash using the configuration in the attached file. This will also setup a cleanup task to run daily at 20pm which will cleanup the
ElasticSearch database and remove and data older than 30 days
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https://insider.ivanti.com/external-link.jspa?url=https%3A%2F%2Fwww.splunk.com%2F
https://insider.ivanti.com/external-link.jspa?url=https%3A%2F%2Fwww.graylog.org%2F
https://insider.ivanti.com/external-link.jspa?url=https%3A%2F%2Fdocs.microsoft.com%2Fen-us%2Fpowershell%2Fwmf%2F5.1%2Finstall-configure

5. If the firewall is configured, configure it so that your FD appliances can connect to the server where the Elastic Stack is installed on TCP port 10514

View File Director events in Elastic Stack

1. Login to the File Director Admin Console
2. Navigate to the Configuration -> Advanced section, and under the syslog field enter the IP address of the server that is running the Elastic Stack and set
the port to 10514 as per the example screenshot below
¥ Syslog Server

182.168.10,1:10514

Update

3. Click Update so that the nodes in the File Director cluster will start sending their syslog stream to the server
4. Go back to the server where the Elastic Stack was installed in the previous steps and navigate to http://localhost:5601 (as per the instructions
on Download Kibana Free ¢ Get Started Now | Elastic)

(A

Welcome to Kibana |

Let's get started

Try our sample data

5. Click explore on my own, then navigate to Settings (the cog icon) and click on Saved Objects under Kibana
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https://insider.ivanti.com/external-link.jspa?url=http%3A%2F%2Flocalhost%3A5601
https://insider.ivanti.com/external-link.jspa?url=https%3A%2F%2Fwww.elastic.co%2Fdownloads%2Fkibana
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6. C|ICk on the i.r.n.port button and select the FD Dash.ndjson file included with this bundle, this will import the index patterns and dashboards that are
rovided for your use
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7. You will now be able to go to the Dashboards tab (third icon) and view either the Performance or Overview dashboards which will show data from the
last 24 hours by default. Screenshot below shows an example from the Performance dashboard.

File Directar Performance
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8. If you wish to query or explore the data that is being sent to Elastic Stack, you can do so by going to the Discover tab (first icon) in Kibana and you
should see some performance data appearing from the File Director nodes
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